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Abstract

Signaling is wasteful. But how wasteful? We study the fraction of surplus dissipated
in a separating equilibrium. For isoelastic environments, this waste ratio has a simple
formula: 8/(8+ o), where [3 is the benefit elasticity (reward to higher perception) and
o is the elasticity of higher types’ relative cost advantage. The ratio is constant across
types and independent of other parameters, including convexity of cost in the signal.
A constant waste ratio characterizes the isoelastic class. In winner-take-all signaling
tournaments with N candidates, exactly (N —1)/N of the surplus dissipates—the same

as in Tullock contests.
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1. Introduction

Signaling is wasteful. In the canonical Spence (1973) model and its innumerable ap-
plications and descendants, agents take costly actions to distinguish themselves from lower
types. The resulting separating equilibrium reveals information but necessarily dissipates

surplus—a fundamental source of inefficiency under asymmetric information.*

But how wasteful is signaling, and what does it depend on? Despite more than 50 years

of research, the literature offers no simple answer.

A natural intuition suggests that the magnitude of waste should depend on the difficulty
of signaling. If signaling costs are highly convex in the action (a “hard” test), agents en-
counter high marginal costs quickly, which ought to limit total expenditure. This reasoning
suggests that policies that make signaling more difficult—via exam difficulty, advertising
costs, or certification requirements—could reduce waste. However, notice that while such

policies reduce the level of signaling, they also increase the cost of lower signals.

Reducing signaling stakes instead—scaling down the benefits of being thought of as a
higher type—also reduces the level of signaling, and does indeed reduce signaling costs. But
it also lowers signaling benefits. For both difficulty and stakes, then, what is the overall

effect on the waste ratio, i.e., the proportion of surplus burned through signaling?

Our paper studies the classic continuum-type signaling model used in economics, pre-
sented formally in Section 2, and focuses on the essentially unique (fully-)separating equilib-
rium. Our main result, Theorem 1 in Section 3, has two parts. First, under a standard mul-
tiplicative cost structure, the proportion of surplus burned by any type—the waste ratio—is
invariant to both difficulty and stakes. Importantly, difficulty captures not just the scale of

costs, but also the shape (convexity).

Second, consider a canonical isoelastic class of costs and benefits: the cost for type 6 of
taking signaling action a is given by C'(a,f) = D(a)f#~?, while the benefit of being thought
of as type 0 is V(é) — s6%. Here, B > 0 is the elasticity of benefits (how steeply rewards
rise with perceived type), o > 0 is the elasticity of cost “strain” (how quickly higher types’

comparative advantage grows), and D(-) and s > 0 are the difficulty and stakes respectively.

L Of course, signaling activities can also generate benefits: education builds human capital; and prosocial
behavior brings positive externalities, which signaling can amplify (Bénabou and Tirole, 2006). Our paper
focuses on the wasteful component of signaling.



Under such isoelasticity, we find that the waste ratio for all types is the constant
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Waste thus depends only on /0, increasing from zero to one in that fraction. This constant
waste ratio avoids issues of aggregation across types and delivers a simple answer to our

motivating question.

We then show in Theorem 2 that (under multiplicative costs) waste is constant across
types if and only if the costs and benefits satisfy a constant relative elasticity condition.
Hence, up to the labeling of types, the isoelastic class is the unique setting for such uni-
form dissipation. This characterization provides a theoretical foundation for the isoelastic

specification.

In Section 4, we apply the waste formula to signaling in tournaments. Under suitable
assumptions, a winner-take-all market with N candidates competing for a prize has benefit
elasticity 5 = N — 1 (from the prize structure) and strain elasticity o = 1 (a cost normaliza-
tion), yielding a waste ratio of (N —1)/N. Thus, the fraction of surplus burned increases in
N, converging to full dissipation as N — co. The (N — 1)/N formula is precisely the rent
dissipation rate in symmetric Tullock lottery contests, revealing an unexpected connection

between signaling and contest theory.

The conclusion, Section 5, discusses implications, interpretations, and limitations.

Related Literature. The costly signaling literature in economics, surveyed by Riley
(2001) and Sobel (2009), emphasizes the conditions for separating equilibria and that in-
formation revelation entails surplus dissipation. However, we are aware of virtually no work
that systematically analyzes this waste. One exception is Bernheim and Bodoh-Creed (2023),
who show that dissipation can vanish when agents have heterogeneous bliss points and choose
many actions (or, equivalently, costs are scaled up). Our paper instead quantifies waste in

the canonical signaling setting with homogeneous bliss points and non-negligible distortions.

In the biological signaling literature, Noldeke and Samuelson (1999) show that offspring’s
equilibrium cost is proportional to parents’ fitness loss, with a constant depending only on
genetic relatedness. Their analysis does not yield a constant waste ratio (cost relative to
sender’s benefit, which need not track parental loss), and their assumption of a linear cost
precludes questions about signaling difficulty. But our paper shares with them a common
theme that given some structure, dissipation can admit a simple formula based on primitive

parameters, with certain invariance properties. By contrast, Bergstrom, Szamadé and Lach-



mann (2002) point out that without structure, little can be said about the equilibrium level

of signaling costs.

We discuss some other literature connections later in the paper.

2. Model

An agent has type § € © := [0,0), where 0 < 6 < 00.2 The type is drawn from a
continuous cumulative distribution F' with support ©. After privately learning his type, the
agent chooses a publicly observable signal or action a € R>o. An observer sees the action
and forms her belief § € © about the agent’s type.? The agent’s payoff is V(é) —C(a,0). We
maintain throughout the following assumption (primes and subscripts on functions denote

derivatives in the usual manner).

Assumption 1. The benefit function V : © — Rsg and cost function C : Rsg x © —
R>o U {0} respectively satisfy:

1. 'V is twice differentiable, with V(0) =0 and V'(8) > 0 for all 6 > 0.

2. On Rsq x (0,0), C is finite and continuous with C(0,0) = 0; on Rwg x (0,0), C is
differentiable with C, > 0, and C, is continuously differentiable with Cyy < 0. The
lowest type has cost C(a,0) = limg)o C(a, ) for all a.

Part 1 of Assumption 1 says that agents prefer to be perceived as higher types, with the
benefit from the lowest perception normalized to zero. Part 2 says that higher actions are
costlier, and higher types have lower marginal costs. While it would be natural for costs to
be convex in the action, we don’t need to assume that. Part 2 also normalizes C'(0,6) = 0
for all #, so that the payoff from taking the lowest action and receiving the lowest perception
is zero. The technical conditions in the two parts are largely standard; note that we allow
for type 0 to have infinite costs for actions a > 0 to encompass canonical isoelastic costs,

detailed in Section 3.

Equilibrium. We study (fully-)separating equilibria. The equilibrium definition is stan-
dard and relegated to Appendix A, where Proposition 1 shows that any separating equilib-
rium can be described by a continuous, strictly increasing agent (pure) strategy A : © — R

that is differentiable for § > 0 and satisfies A(0) = 0. Incentive compatibility requires that

2We use the notation [0,x) to mean [0, z] if z < oo and [0, 00) if x = cc.

3 As we will focus on separating equilibria, we only need to consider degenerate beliefs on a single type.



each type 6 optimally chooses A(f) given that the observer correctly inverts the strategy
on the equilibrium path, i.e., when beliefs satisfy 6(a) = A~(a) for a € [0, A(F)). Off-path
beliefs can simply be set to 6(-) = 0.

Thus, in a separating equilibrium A, any type 6 solves

max [V(é(a)) — C(a,0)],

a

where 6(-) = A71(-). For 6 > 0, the first-order condition evaluated at the optimal action
A(0) is
V'(6)

Ca(A(9),6) = V'(6) - 0'(A(9)) = 7(0) (1)

where the first equality uses §(A(0)) =  and the second uses 6'(A(0)) = 1/A'(6).

Equation 1 has a simple interpretation. Its left-hand side is the marginal cost of increasing
the action; the right-hand side is the marginal benefit of inducing a higher belief scaled by
the marginal increase in action required for that higher belief. Together with A(0) = 0,
Equation 1 defines a boundary-value differential equation in A. There is a unique solution
by standard arguments.* That solution, which we continue to refer to as just A subsequently,
characterizes the unique separating equilibrium (uniqueness is up to the specification of off-

path beliefs); sufficiency is verified by Proposition 2 in Appendix A.

The Waste Ratio. To measure signaling inefficiency we define three quantities. The opt-
out payoff U9() := V(0) — C(0,6) = 0 is what a type would get if it chose the least-cost
action and was perceived as the lowest type. The complete-information payoff U®!(6) :=
V(f) — C(0,0) = V(0) is what a type would get if it revealed itself costlessly. Lastly,
U(#) :=V(0) — C(A(0),0) is a type’s separating equilibrium payoff.

Definition 1. The waste ratio for type 6 > 0 is the fraction of its payoff from costless
separation that is dissipated through costly signaling:

_ U0 U0 _ cw.)
WO = Gergy —vow = Ve .

We refer to the denominator V' (0) as surplus: it is the payoff that type 6 would hypo-
thetically get by verifying her type at zero cost. The numerator C'(A(0), 6) is the deadweight

4 More precisely, standard existence and uniqueness results for ordinary differential equations can be
applied on (0,6) and extended to the lower boundary by continuity; see the arguments in, for example,
Mailath (1987) or Kartik (2009).



loss from signaling. The ratio W (f) thus measures the effective “tax” that the separating

equilibrium imposes on the agent to secure his surplus.

Note that our definition of waste compares the agent’s cost of information revelation
relative to a frictionless benchmark in which information is revealed at no private cost. This
benchmark is, of course, unachievable. Relatedly, we are not defining waste relative to a
pooling equilibrium or any other equilibrium. Waste is also only defined in terms of the

agent’s private surplus, not necessarily social surplus from information.

Our goal is to understand how the waste ratio (2) depends on the parameters of the

signaling environment.?

3. The Constant of Dissipation

We hereafter focus on multiplicatively separable costs that are commonplace in signaling

models. Formally, we assume that
C(a,0) = D(a) - 5(6), (3)

where D : Rsg — Rspand S : © — RogU{oo}. Here D(a) represents the difficulty of action
a (relative to other actions) and S(@) represents the strain experienced by type 6 (relative
to other types). Assumption 1 part 2 implies (i) D(0) = 0 and D’(a) > 0 for a > 0; and (ii)
for 6 > 0, we have S() finite and S’(#) < 0, while S(0) = limg;o S(¢). Note that S(0) = oo

corresponds to type 0 facing prohibitive signaling costs for any a > 0.6

It is also useful to write, without loss,
V(0) =s-B(0),

where s > 0 represents the agent’s stakes in signaling and B : © — Rx.

Definition 2. An isoelastic environment is defined by

B(#)=60° and S(0) =077,

5 The waste ratio can be viewed as analogous to the “Price of Anarchy” in algorithmic game theory
(Koutsoupias and Papadimitriou, 1999; Roughgarden, 2005). That literature generally studies worst-case
bounds across multiple equilibria; we are interested in the exact value in the separating equilibrium. Fur-
thermore, we define waste pointwise across types, whereas Bayesian Price of Anarchy typically uses ex-ante
expected payoffs (Roughgarden, Syrgkanis and Tardos, 2017). A consequence of our results is that the latter
distinction is rendered moot in isoelastic environments.

6But C(0,0) = D(0)S(0) = 0, using the convention 0 x oo = 0.



for some benefit elasticity § > 0 and strain elasticity o > 0.

Note that the definition stipulates isoelasticity in B and S, but not D. Our first result
says that multiplicative costs ensure the waste ratio is independent of stakes and difficulty,

and isoelasticity further implies a constant waste ratio across types.
Theorem 1. Under multiplicative costs:

1. The waste ratio W () is invariant to stakes (s) and difficulty (D(-)).

2. In an isoelastic environment, the waste ratio is constant: for any 60 > 0, it s

W) = : (4)

Equation 4 is a remarkably simple formula for how much surplus is wasted by signaling.
The textbook example (e.g. Fudenberg and Tirole, 1991, p. 329) with B(#) = 6 and C(a,0) =
a/0 corresponds to f = o = 1, and so it is precisely 50% of the surplus that is dissipated
there. More generally, only the ratio /o matters; waste is monotonically increasing in 3/,

ranging all the way from 0 to 1.

These directional effects are intuitive. Higher § means a greater incentive to separate
from lower types; the rat race for higher beliefs becomes fiercer and more of the surplus is
burned. Conversely, higher o confers a stronger relative cost advantage to higher types, so
separation requires less waste. What is perhaps surprising in Theorem 1 is the irrelevance
of stakes s and difficulty D(-). To explain that irrelevance and how isoelasticity delivers a

constant waste, we present the theorem’s straightforward proof.

Proof of Theorem 1. Substituting C,(a,0) = D'(a)S(0) and V(0) = sB(f) into Equa-
tion 1, the separating strategy A satisfies (for § > 0) the differential equation

sB'(0)

DIAB)A@) = "

As the left-hand side is £ D(A(f)), integrate from 0 to 6 to obtain

[4 B/(t)
o S(t)

using D(A(0)) = D(0) = 0. Thus, equilibrium costs are

D(A(0)) = s dt,




and the waste ratio is

L C(AM).0)  S0) [ B
WO = S50 = 5w s ©)

Both the stakes s and the difficulty D(:) have canceled, establishing part 1. For part 2,
substituting the isoelastic form B(#) = 0 and S(#) = 0~ into (6) and simplifying yields

0
—_po>B B—1+40 —_ p—B—0c 6 Bto _ 6 0
W) =0 /0 N e

While Theorem 1 shows invariance to both stakes and difficulty, there is a sense in which
the latter runs deeper. As seen in Equation 5, changes in difficulty do not affect equilibrium
costs: agents adjust their actions to any change in D—whether scale or shape—exactly
enough to keep equilibrium costs unchanged.” Stakes operate differently: higher stakes do
increase equilibrium costs, but benefits rise proportionally, leaving the waste ratio unchanged.

The following example illustrates.

Example 1. An isoelastic environment with difficulty D(a) = a7 for v > 0 yields the

following separating equilibrium quantities:

1/~
sp sp
AB) = [ === 0¥+ and C(A(H),0) = 6°.
0-(+2) nd C(A0).0) = 2
The difficulty convexity parameter  affects equilibrium actions, but not equilibrium cost,

and hence not waste. Stakes s affect actions and cost, but not waste. o

Multiplicative separability of costs is important for Theorem 1 part 1; Appendix C con-
firms that more generally the waste ratio can either decrease or increase in stakes.® Similarly,
the isoelastic environment is important for part 2 of the theorem. In fact, up to a normal-
ization of types, the constant-waste property characterizes isoelasticity under multiplicative

costs. That is the content of our next result, whose proof is in Appendix B.

" Equilibrium costs act similarly to payments in mechanism design, and the derivation of Equation 5 is
akin to that of the payment identity there (Myerson, 1981). Indeed, based on that link, Appendix D shows
that the constant-waste formula (4) under isoleasticity can be recovered by mapping our signaling game to
an all-pay auction and exploiting revenue equivalence and order statistics.

8 Multiplicative costs are immaterial for another invariance: the waste ratio W (6) does not depend on
the type distribution F. This invariance owes to the well-known property that the separating equilibrium
strategy only depends on the support of F'. The strategy discontinuity at complete information carries over
to waste; in particular, under isoelasticity, waste equals /(8 + o) for any full-support F, even though it
would be zero under complete information.



Theorem 2. Under multiplicative costs, the waste ratio W(0) is constant for all 6 > 0 if
and only if the benefit function V' and the strain function S satisfy

dinS()
“amv(e) " (7)

for some constant p > 0. The waste ratio then is W(0) =1/(1+ p).

Equation 7 is a constant relative elasticity condition: the (log) rate at which strain
declines must be proportional to the (log) rate at which benefits increase. When this pro-
portionality holds uniformly across types, the tension between signaling incentives and costs

resolves identically for all types.

To see why Theorem 2 characterizes the isoelastic environment up to relabeling types,
note that integrating Equation 7 yields S = sV ™" for some x > 0. Since V is strictly
increasing and V/(0) = 0, it can be reparametrized as V (f) = s0° via the change of variables
0 = (V(0)/s)"/?, which then gives S() = s~ with o = pB. The constant s~ can be
absorbed into D(-), yielding the isoelastic form.

We note that the assumption of multiplicative costs cannot be dropped from Theorem 2.
Example 2 in Appendix C shows that a non-multiplicative cost can have constant waste even
though —01In C(a,#)/0InV (0) varies with 6.

4. A Signaling Tournament

We now apply the constant-waste formula to signaling in a tournament, such as workers
competing for a job. Richer models of tournament-like signaling and matching have been
studied by Hoppe, Moldovanu and Sela (2009) and Hopkins (2012); they do not focus on

quantifying waste.

Specifically, consider a market modeled as a tournament among N > 2 candidates for
a single prize of value or size s > 0 (e.g., a promotion or a job offer). Candidates’ types
are their private information, drawn independently from a common distribution F' on [0, 1].
Candidates simultaneously choose their observable signaling actions. The prize is awarded

to the candidate with the highest perceived type.

If candidate ¢ is perceived as type 0;, her probability of winning is IP>(0Az > max; éj) In

a symmetric separating equilibrium, each candidate’s expected benefit is

V(0) =s(F(6)" .



Under the uniform distribution the expected benefit simplifies to V() = sV~ this is
an isoelastic benefit with § = N — 1. Assuming isoelastic signaling costs with unit strain
elasticity ¢ = 1 (i.e., C(a,0) = D(a)/0 for some D), Theorem 1 immediately implies a
constant waste ratio:

Wx(0) = "t ©)

N
This expression is 1/2 when N = 2; it increases in N; and as N — oo, the waste ratio
approaches 1. In other words, greater competition exacerbates waste, with the entire surplus

dissipated in the limit.®”

The Tullock Connection. The formula (8) is exactly the rent dissipation rate in a sym-
metric Tullock lottery contest with N players (Tullock, 1980). There, each player i chooses
effort x; > 0 to win a prize of size s > 0, with a linear cost and winning probability
i/ 3 ;;.'" In the symmetric equilibrium, each player exerts effort 2* = s(N —1)/N?, and
total effort is Na* = s(N — 1)/N, hence (N — 1)/N of the prize is dissipated.

For an arbitrary strain elasticity o > 0 and power distribution F() = 6% with k > 0
(which yields benefit elasticity 8 = k(N — 1)), Theorem 1 implies that the waste ratio
(8) generalizes to k(N —1)/(k(N — 1) + o). Tullock (1980) showed that in a contest with
winning probability (x;)"/ >, (x;)" for r € (0,1], the rent dissipation rate is (N —1)/N. We
see that when r # 1, there is an important difference in large markets. As N — oo, the rent
dissipation rate in the Tullock contest asymptotes to r, whereas in the signaling tournament
it goes to 1 regardless of ¢ and k. Intuitively, the noise in a non-lottery Tullock contest can
preserve some surplus even with extreme competition; but separating from a dense field of

competitors forces full dissipation under signaling.

The two models also differ in their sensitivity to the cost structure. Consider a Tullock
lottery contest (so r = 1) with an isoelastic cost of effort, D(z) = ¥ with v > 1. As this
contest is isomorphic to one with a linear cost but winning probability parameter r = 1/, the
rent dissipation rate is now (1/7)(N —1)/N. Greater cost convexity (higher v) reduces rent
dissipation by steepening marginal costs, which discourages effort. By contrast, Theorem 1
implies that in the signaling tournament, the difficulty D(-) is irrelevant; separation forces

agents to scale their efforts with D(:) exactly enough to leave waste unchanged. Unlike in

9 The formula (8) is reminiscent of auction theory. Indeed, a signaling tournament (with its separating
equilibrium) is equivalent to an all-pay auction with N bidders (with its usual symmetric equilibrium). See
also Appendix D.

10 The “lottery” descriptor for the Tullock contest refers to effort entering the winning probability linearly
in both the numerator and denominator. Nitzan (1994) and Corchén (2007) survey generalizations of this
and many other aspects of contests.



a contest, then, signaling tournaments’ waste cannot be reduced by simply making better
performance costlier (increasing 7y); one must reduce the number of competitors or flatten

the prize gradient (the benefit elasticity /).

5. Conclusion

We have proposed the waste ratio—the fraction of a type’s surplus dissipated through
signaling (in the separating equilibrium)—as a natural measure of signaling inefficiency. Our
main result, Theorem 1, has two parts. First, under multiplicative costs, the waste ratio is
invariant to signaling stakes (a scale parameter of benefits) and signaling difficulty (the
type-independent scale or shape of the cost function). Second, in isoelastic environments,
the waste ratio has a simple formula that is constant across types: 3/(8 + o), where 3
is the elasticity of benefits and ¢ measures signaling strain, or higher types’ comparative

advantage.

The invariance to difficulty undermines some common intuitions about the inefficiency
of signaling. Consider the debate about the difficulty of standardized tests for college ad-
missions. Recent trends favor shorter, less complex tests (such as the digital SAT) to reduce
student stress. Conversely, some critics call for harder exams to restore selectivity. Our
results suggest that, when viewed through the canonical signaling lens, neither approach
may address the underlying waste. Adjusting the difficulty of the test uniformly for all
students—whether making it easier or harder—mneed not change the total resource dissipa-
tion; it could merely rescale equilibrium effort while leaving the waste ratio constant.'! As
long as admissions at selective colleges resemble winner-take-all signaling tournaments with
many competitors, the process is likely to dissipate significant surplus, regardless of how the

testing technology is calibrated.

Of course, college admission itself is not the final prize. There are concerns about the
“winner-take-all” nature of the broader society (e.g., Frank and Cook, 1996). For a fixed
distribution of underlying types, our isoelastic specification captures the inequality of socio-
economic outcomes via the benefit elasticity 8. In particular, with value function V() = s6°,
a higher 3 corresponds to more inequality via a more convex mapping from types to benefits.
Our results show that a higher f—corresponding, perhaps, to the US versus lower inequality

countries like Canada or Sweden—goes hand in hand with more waste from signaling.

1 This invariance does rely on a single-dimensional framework; it could break if students also differ in
test-taking aptitude separate from underlying ability, which would lead to “muddled information” (Frankel
and Kartik, 2019).

10



The strain elasticity o also matters for waste. Another approach to reducing waste would
be to make signaling instruments more discriminating in the sense of increasing . Returning
to exams, a redesigned test that amplifies high-ability students’ comparative advantage—
rather than scaling difficulty uniformly—would correspond to increasing o and would indeed
reduce waste. Interestingly, this echoes a discussion in the biological signaling literature:
animals can often reliably convey information while incurring minimal waste. The mechanism
stems from sharply different marginal costs across types—originally proposed by Zahavi
(1977) to refine his earlier “handicap” hypothesis—rather than difficulty. Scholars have
argued that because Darwinian selection favors efficiency, it leads to biological signals that
are cheap for high-quality types but prohibitive for low-quality types (Penn and Szdmadd,
2020), corresponding to a high strain elasticity o.

We close by commenting on some limitations of our analysis. First, we only study sep-
arating equilibria. That is consistent with much of the literature’s emphasis, often justified
by stability-based arguments (e.g., Cho and Sobel, 1990). But there are also critiques of
the exclusive focus on separating equilibria (e.g., Mailath, Okuno-Fujiwara and Postlewaite,
1993). Equilibria with some pooling, where certain types choose identical actions, can reduce

signaling costs and waste.

Second, our waste ratio only factors in the cost of signaling relative to the private benefits
from being thought of as a higher type. The social value of learning agents’ types may be

different from agents’ private value—higher, lower, or even zero.

Third, we focus on the dissipative cost of signaling activities. Such activities can, of
course, sometimes be productive; see fn. 1. We expect that even in a broader welfare calculus,
our waste ratio is a useful input: the net social value must weigh signaling’s intrinsic benefit

against its waste.

Lastly, Theorem 2 indicates that the waste ratio is less tractable outside the isoelas-
tic class. It will then generally vary with type—so aggregation will depend on the type
distribution—and on the full functional forms of costs and benefits. We do not suggest that
isoelasticity should be taken literally. Rather, we view it as focal by analogy to how CRRA
utility is canonical not because preferences literally exhibit constant relative risk aversion,
but because it affords tractable analyses and scale-free results. We hope the waste formula
B/(B + o) is a similarly useful benchmark for signaling’s welfare cost. A broader lesson is

the invariance of waste to difficulty and stakes under multiplicative costs.

11



A. Separating Equilibria

A (mized) strategy for the agent is a measurable mapping a : © — A(Rs(), where
A(Rs() denotes the set of probability distributions over actions. A pure strategy is a strategy
a such that a(6) has singleton support for all f; we denote a pure strategy more simply by
A :© — Rsq. Since a belief concentrated on type 0 is the “worst belief” (by monotonicity
of the benefit function V'), and hence is the most conducive off-path belief to support an

equilibrium, we say that strategy « defines a separating equilibrium if:
1. (Separation.) For any 6 # ¢', the distributions are mutually singular: «(0) L «(6')."

2. (Incentive compatibility.) For each 6 € ©, a(f)-a.e. a, and all a’ € Rx:

V() = C(a,0) > V(0(a') — C(d,0),

where 0(a’) = @' if o’ € supp(a(#’)) for a unique ¢, and 6(a’) = 0 otherwise.'?

Proposition 1. Any separating equilibrium is a pure-strategqy equilibrium. Moreover, its
strategy A : © — Rsq is continuous and strictly increasing on [0,0), differentiable on (0,0),

and satisfies
A'(9) = _Vo) for 6 >0, (9)

with boundary condition A(0) = 0.

Although we are not aware of an existing result that directly implies Proposition 1,
the proof follows familiar lines (cf. Mailath, 1987) and is provided in the Supplementary
Appendix. It is worth noting that because Proposition 1 only establishes necessary conditions
for a separating equilibrium, it does not require all of Assumption 1; in particular, it is
enough that V is differentiable (rather than twice differentiable), that C, is continuous
(rather than differentiable), and that C|(-,#) is strictly increasing—where finite for type 0—
for all @ (it is not necessary that Cyy < 0). The additional properties are instead used to
verify sufficiency in the next result, whose proof—which largely follows Mailath (1987)—is
also in the Supplementary Appendix.

12Recall that two distributions are mutually singular if each assigns probability one to a set that the
other assigns probability zero. In other words, the two types choose distinct actions with probability one.

13 Note that the belief is stipulated as zero for any action in the support of multiple types’ mixtures. This
is for convenience; it is justified because Bayes’ rule (formally, é() being the expectation under a regular
conditional distribution) only pins down beliefs p-a.e., where p is the marginal distribution over actions
induced by the prior F' and strategy . Mutual singularity from point 1 of the definition ensures that for

each # and «(6)-a.e. action a, the belief f(a) = 6.

12



Proposition 2. A continuous function A : © — Rsq that is differentiable on (0,0) and

satisfies (9) and A(0) = 0 constitutes a separating equilibrium.

B. Proof of Theorem 2

Necessity. In a separating equilibrium with strategy A, type 6’s payoff is U(0) := V (0) —
C(A(0),60). Observe that

U'(0) = —Cy(A(0),0) = —D(A(9))S5'(0), (10)

where the first equality is by the Envelope Theorem, and the second equality is by (3).
Note that U’(0) > 0 for § > 0 because on this domain S’(f) < 0 and A(#) > 0 and hence
D(A(0)) > 0. Consequently, for any € > 0, it holds that U(f) > 0 (as U(0) = 0) and also
U(#) < V(0) (as C(A(0),0) > 0 because A(f) > 0).

Suppose W (6) = k is constant. Then the definition of W and Equation 3 combine to

imply
D(A(6))S(0) = kEV(0) (11)

and
U@)=(1-kV(). (12)

Note that k € (0,1) because U(#) € (0,V(0)) for 6 > 0.

Differentiating (12) yields
U'(0) = (1 —k)V'(9). (13)

Equating the expressions in (10) and (13) gives
—D(A(9))S'(6) = (1 = k)V'(),
into which we substitute for D(A(6)) from (11) to obtain

——r S(0) = (1 - k)V'(6),

or after rearranging,
_S’(G) V(o) 1—k
S@) V()  k

The left-hand side is —d1In S/dIn V. The result follows by letting p = (1 — k)/k > 0.
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Sufficiency. Suppose (7) holds for some p > 0. Integrating yields S(0) = - V(0)~* for

some k > 0. Following the proof of Theorem 1, the waste ratio is

o= S0 [V SO VO on [ v

Using V' (0) = 0, we evaluate the integral

(Vo)™

0
/0 V() V(t)" dt = T,

Hence W(0) = 1/(1+ p). O

C. Non-Multiplicative Cost Examples

C.1. Waste Decreasing in Stakes

The following example shows that when costs are not multiplicative, there can be a

constant waste ratio that decreases with stakes.

Example 2. Let V(0) = s for s > 0, and C(a,0) = a®/0 + a®/6?. These functions
satisfy Assumption 1 but the cost is not multiplicatively separable. Moreover, by contrast

to Equation 7, we have
dlnC(a,0) 0+2a

 olmV(0)  O0+a’

which varies with 6. We show that the waste ratio depends on stakes s, but is nevertheless

constant across types.

Let ¢(s) > 0 be the unique solution to
2¢% +3c® = s, (14)

and consider the strategy A(f) = c¢(s)f. This linear (hence continuous and differentiable)
0

separating strategy satisfies A(0) = 0 and the differential equation (9), because

C.(A(6),0)A'(0) = (20(;)9 + 3("(22 ¢ ) c(s) = 2¢(s)? + 3¢(s)® = s = V'(B),

where the penultimate equality is by (14). Hence, by Proposition 2, A constitutes a sepa-

rating equilibrium.
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The waste ratio is

C(A(6),0) _ c(5)%0 + c(s)*0 _ 1+ c(s)
V(#) (2¢(s)2 4 3¢(s)?)0 2+ 3c(s)’

which is constant across types but depends on s. In particular, since ¢ is increasing in

s (Equation 14) and W is decreasing in ¢, we see that W is decreasing in s with range

(1/3,1/2). o

Example 2 can be generalized to a class of examples in which there is constant waste that
is decreasing in stakes. Building on Example 1, consider benefits V (#) = s6° with s, 3 > 0,

and costs that are a combination of isoelastic terms:

0) = iwi ca¥ - 07%,
i=1

with w;, 5, B; > 0. Assume there is a constant o > 0 such that the exponents satisfy

B+ o
i

=a for all i, (15)

and ~; is not constant across i. Then the separating strategy is A(0) = c(s)0*, where the

o Z wiyc(s)” = sp.

Hence, c(s) is increasing in s. Using the above equation, the waste ratio can be computed

ﬁ sz<)
o Z z%()

which is decreasing in ¢, and hence decreasing in s. Intuitively, higher stakes lead to higher

coefficient c(s) satisfies

as

actions, putting more weight on cost terms a” with higher ~;, which correspondingly have
higher o; (from (15)); this magnifies higher types’ comparative advantage and lowers waste,
akin to the waste ratio decreasing in ¢ in Theorem 1.

C.2. Waste Increasing in Stakes

Now we provide an example in which there is a constant waste that increases in stakes.

Example 3. Let V(0) = s6 for s > 0, and C(a,0) = a*/(0 + a). The idea here is that for
small @ (and hence small stakes) cost is of the order a?/6 (giving higher types an advantage),

whereas for large a (and hence large stakes) cost is of the order a (which is type independent).

15



Conjecture a linear separating strategy A(6) = c¢f for some constant ¢ > 0. Since

c(2+¢)
Co(ch,0) = :
(<6, 6) (1+c)?
the differential equation (9) reduces to
G Ch 0] (16)
OO

which has a unique solution ¢ > 0 that is increasing in s.

Waste is )
_CA0).0) _ @ 1+c
V(e s8 s(l+c) 2+

using (16) in the last equality. Thus W is constant across types but increasing in stakes s

(since W increases in ¢, and ¢ increases in s), with range (1/2,1). o

D. The All-pay Auction Equivalence

Consider the isoelastic environment (with stakes s = 1, without loss):
V(0)=60° and C(a,0) = D(a)0°.

For simplicity, assume f = 1; the argument below extends more generally by using a quantile
transformation. Define b(0) := D(A(#)) and multiply costs and benefits by 67 (which is
strategically equivalent) to write the payoff for type 6 choosing to mimic type 0 as

070° — b(6). (17)

This payoff corresponds to that in an all-pay auction. Specifically, consider a symmetric
N-bidder (N > 2) independent private value all-pay auction with bidder value v := 67
and type distribution G(v) := v® on [0, 1], where a := 3/(c(N — 1)). Consider a symmetric
equilibrium in which each bidder uses a differentiable strictly increasing bidding strategy l;(v)
with 5(0) = 0. A bidder with true value v who bids to mimic value & wins with probability
G(9)N~1 and pays b(0), and hence has payoff

vG(0)N T = b(D). (18)

When b(v) = b(v¥/7), we have vG(d)N~! = 67(°)*O=D = §768 and b(d) = b(h), and so
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the payoffs (17) and (18) match. Consequently, the two settings become strategically equiv-
alent, and the usual all-pay equilibrium bidding strategy matches the signaling separating

equilibrium strategy.

This means that we can also use auction results to derive the waste ratio (4). In the all-
pay auction, bids are dissipated. By revenue equivalence, a type-v bidder bids his expected
payment in the corresponding second-price auction: the win probability G(v)¥~! times the
expected second-highest value conditional on winning, E [max;,; v; | max;, v; < v]. Stan-

dard order statistics for the power distribution G(v) = v® yield

al(N —1) B
%}wajyr?ffwj<v "aN=D+1 B+o
Hence, the equilibrium bidding function is
~ _ N —-1) 4 B
b(v) = No1, N 1) N-1 '
(v) = G(v) Uoz(N— e vG(v) 1o

A type-v bidder’s expected gross value is vG(v)V 71, so the dissipation rate is

UG(U)N_Iﬁ% B

vG(W)N-1 T B+
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Supplementary Appendix

E. Omitted Proofs

The following lemma is used in the proof of Proposition 1.

Lemma 1. C(-,0) is strictly increasing on {a > 0: C(a,0) < co}.

Proof. Since C(-, ) is strictly increasing for # > 0, the limit definition of C(-,0) implies it is
weakly increasing. To establish strict monotonicity, consider a” > a’ > 0 with C'(a”,0) < co.

For any 6 > 0, we have

a/l

C(d",0) —C(d,0) = / Co(z,0) dz.

a/

For any = > 0, the function C,(z, ) is strictly decreasing on (0, 0] because C,y < 0 on this

domain, and so L(z) := limgjo Cy(x, 0) exists in Ryy U {oo}. By monotone convergence,

a//

C(a”,0) — O, 0) = / L(z)dz > 0. 0

G/,

Proof of Proposition 1. We proceed in three steps.

STEP 1: ANY SEPARATING EQUILIBRIUM HAS A PURE STRATEGY.

Consider any separating equilibrium strategy « and type 6. Incentive compatibility
requires C'(a,d) = C(d',0) for a(f)-a.e. a and o, since any such actions induce the same
belief . By the strict monotonicity of C'(-,8) for # > 0 and using Lemma 1 for § = 0 (noting
that this type will never choose an action with infinite cost), we have a = @’ for a(f#)-almost

every a and a’, which implies a(#) has singleton support. Hence « is a pure strategy.
STEP 2: THE BOUNDARY CONDITION A(0) = 0.
Let A be a separating equilibrium (pure) strategy. If A(0) > 0, then V' (0) — C(A(0),0) <
V(0) — C(0,0), contradicting incentive compatibility (IC) for type 0.
STEP 3: CONTINUITY, DIFFERENTIABILITY, AND MONOTONICITY.

Let A be a separating equilibrium (pure) strategy. We first show A is continuous. Con-
sider any 0* € (0,0) and let a= := limgyp- A(0) and a™ := limgyp- A(f) (passing to subse-
quences if necessary, noting that A is bounded on compact subsets by IC). IC for type 0*
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implies that for all § < 6*, we have
V(0*) — C(A(6%),07) > V(0) — C(A(0),0").
Taking 6 1 0* and using continuity of V' and C yields
V(0*) — C(A(6%),0") > V(0") — C(a™,0"). (19)

Applying IC in the reverse direction (for a type # < 6* to not mimic 6*) and taking the same
limit yields the opposite inequality to (19). Hence C(A(6*),0*) = C(a—,0*). An analogous
argument using types above 6* gives C'(A(6%),0*) = C(a™,0*). Since C(-,0%) is strictly
increasing, this implies a= = A(6*) = a™, so A is continuous at §*. The same argument, but

using only a~ or a™ as applicable, also establishes continuity when * € {0, 6}.

We now establish differentiability. Fix 6 > 0 and 6’ # 6. Adding the IC inequalities for

0 to not mimic §" and vice-versa, and rearranging, yields
C(A®),0) — C(AD),0) = V(8) — V(6) > C(A(),8) — C(A6),8).  (20)

Since C' is differentiable in its first argument, the mean value theorem implies that the
left-hand side of (20) equals C,(a,0) - (A(#') — A(0)) for some a between A(f) and A(#'),
and analogously for the right-hand side with C,(a@’, ") for some @' between A(f) and A(#').
Substituting into (20) and dividing by 6’ — 0 gives

A(0) — A(9)> > V(0') - V(o) Al) - Am)) : (21)

i S s 2 T s o (@) |
Ca(“’0)< 0 —0 0 —0 —C“(“’9>( o —0

where the inequalities are written for 8’ > 6 and would flip if < 6. Either way, take
0" — 0: since a,a’ — A(f) by continuity of A, and C, is continuous, both C,(a,#) and
C.(@,0") converge to Cy(A(0),0) > 0. Since the middle term of (21) converges to V'(6) and
the two outer terms share the common factor w

same positive limit, we conclude that A’(#) exists with

with coefficients converging to the

Note that if V" is continuous on (0, 5), then A’ is continuous on that domain because C, and
A are all continuous on that domain and C,(A(6),0) > 0 for > 0 (noting that A(6) > 0
for 6 > 0 by separation).
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Finally, since we have established A’(d) > 0 for # > 0 and that A is continuous, it follows
that A is strictly increasing on [0, 6). O

Proof of Proposition 2. Let A have the stated properties. Note that for 8 > 0, if A(6) =0
then C,(0,60) > 0: the derivative must exist and be nonzero to satisfy (9), as V'(6) > 0,
and the derivative cannot be negative because C(-,6) is continuous and C,(a,8) > 0 for
a > 0. Using Assumption 1, it follows that for § > 0, no matter the value of A(6), both
V'(0) > 0 and C,(A(0),0) > 0, and hence (9) implies A'(#) > 0. By continuity of A, it is
strictly increasing on [0, 8). Moreover, A is twice differentiable on (0,6) since the right-hand
side of (9) is differentiable in § (because Assumption 1 entails V' twice differentiable and C,

differentiable on the relevant domain).

We now verify that A defines a separating equilibrium. Since any off-path action is met
with belief 6 = 0, it is strictly worse than action 0. So any type # can be viewed as only

choosing which type 6 to mimic, with payoff

For any 6 > 0, the first order-condition obviously holds, since A solves (9). Let us verify the
second-order condition. Using numeric subscripts for partial derivatives of II in the usual

way, and restricting attention to the domain 6 > 0, we have

My (0,0) = V" (0) = Caa(A(0),0) - (A'(0))* = Ca(A(0),0) - A"(D). (22)
Totally differentiating (9) with respect to 0 yields
V"(0) = Coa(A(0),0) - (A(0))* + Cug(A(0),0) - A'(0) + C.(A(6),0) - A”(6). (23)
Substituting from (23) into (22) and then evaluating at § = 6 yields
I155(6,0) = Coo(A(6),0) - A'(H) < 0,

where the inequality follows from A’(#) > 0 and, by Assumption 1, C,y < 0 on Ryq x (0, 6).
This verifies the second-order condition and hence local optimality for each type 8 > 0. It
follows from the single-crossing assumption C,y < 0 that (global) incentive compatibility
holds on the domain (0, #), i.e., for any pair of types in this domain, neither wants to mimic
the other.

Finally, we address type 0. Consider an arbitrary other type 6 > 0. We must show
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I1(0,60) > 11(6,0) and I1(0,0) > II(0,0). Taking each in turn:

1. Incentive compatibility on (0, 8) implies I1(6, #) > I1(8, 8) for all § > 0, while continuity
of V, A and C(-,6) imply I1(,0) — T1(6,0) as  — 0 . Hence, I1(6, 6) > I1(6,0).

2. For any 6 > 0, the previous point implies I1(6,0) > TI(A,0) = 0, and hence 0 <
C(A(H),0) < V(). Since V(A) — 0 as § — 0, it follows that I1(4,0) — 0 = I1(0,0).
Moreover, for any § > 0 we have II(4,0) > II(4,0) by incentive compatibility on
(0,6), and I1(#,0) — I1(0,6) by the limit property of C(-,0) in Assumption 1. Hence
11(0,0) > I1(0, 9). O
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